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Abstract: Data mining is the popular area of the research 

which facilitates the business improvement process such 

as mining user preference, mining web information’s to 

get opinion about the product or services and mining the 

competitors of a specific business. In the current 

competitive business scenario, there is a need to analyze 

the competitive features and factors of an item that most 

affect its competitiveness. The evaluation of 

competitiveness always uses the customer opinions in 

terms of reviews, ratings and abundant source of 

information’s from the web and other sources. In this 

paper, a formal definition of the competitive mining is 

describes with its related works. Finally the paper 

provides the challenges and importance in the competitor 

mining tasks with optimal improvements.  
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Introduction 

This research provides the various 

methodologies implemented to mine competitors 

with reference to customer lifetime value, 

relationship, opinion and behavior using data mining 

techniques. The web growth has resulted in 

widespread usage of many applications like e-

commerce and other service oriented applications. 

This varied usage of web applications has provided 

an enormous amount of data at one’s disposal. Data 

is the input that exists in its raw form resulting in 

information for further processing. With huge 

amount of data, organizations faced the crucial 

challenge of extracting very useful information from 

them. This has led to the concept of data mining. 

Mining competitor’s of a given item, the most 

influenced factor of the item which satisfies the 

customer need can be extracted from the data that is 

typically stored in the database. This section gives 

two types of literatures such as competitor mining 

and unstructured data management. 

This survey required deep analysis and review in 

fields such as data mining, Natural language 

processing, and customer’s ratings, among  

 

others. Several experiments have demonstrated that 

top k competitor can be predicted by taking into 

account a variety of variables. In this section, we 

discuss competitor mining as well as ambiguous data 

management. 

Literature Review for Data Mining (Competitive 

Mining) 

Competitive mining is defined as a continuous cycle 

composed of four steps, which are "data gathering / 

collection, pre-processing that also incorporates entity 

extraction, sentiment analysis, natural language 

processing, training machine learning, deep learning, and 

hybrid deep learning models," and the final step, which is 

to perform forecasting on test data. 

It is vital to evaluate data in order to decide whether or not 

relationships will downplay what is clear. In practise, no 

company can make decisions without first consulting 

publicly available data [1], and this is especially true for 

small businesses. Considering client tendency when 

making purchasing decisions for goods is a key 

consideration, and it turns into one of the most important 

pressures in microeconomics when it comes to making 

these decisions. According to the findings of the 

researchers [8,] data mining procedures are capable of 

providing a comprehensive understanding of a variety of 

microeconomic difficulties. In order to cope with 

microeconomic concerns, these considerations have an 

impact on the examiners who are involved in the database 

gathering process. Data mining is a term used to describe 

the process of extracting new knowledge from large 

amounts of data in the field of data mining. As a 

component of the rapid manufacturing sector, a diverse 

range of frameworks, integrating quantitative evaluation 

and machine learning-based methodologies, are being 

exhibited. A bigger number of consumer ideas should be 

attracted to the thing if it is driven by discovered 

preferences rather than the approach employed to drive the 

thing forward in the first place. As a result, works of this 

sort are usually focused on a current thing with well-

established qualities; as such, it is probable that the 

majority of customers will not be enthralled by the object. 
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Together, these factors enhance the likelihood that the 

object under evaluation will be centered on things whose 

attributes have already been exposed, and as a result, the 

item may well fail to satisfy the purchasers. After they 

were published late in the year, more studies in [10], [13], 

and [14] began a trend that dealt with the topic of item 

organizing technique, which later became known as the 

thing organizing methodology trend after it was 

popularized by the media. To put it another way, the 

purpose of performing these types of investigations is to 

enable relationships to develop new goods that meet client 

wants in the target market. This is exactly what this 

research study aims to accomplish. Recognizing that there 

are many partnerships, each with their own unique benefit 

constraints and a plan for treating client requirements. The 

goal of [14] is to identify one item that will attract the 

highest-anticipated proportion of customers with each 

affiliation while still satisfying the necessary benefit 

within each affiliation. This is accomplished by market 

research. In conclusion, the products described in [13] and 

[14] were supposed to fulfill the benefit criterion of the 

affiliation; but, because they are not easily available, it 

was difficult to establish whether they did or did not fulfill 

the criterion. In order to entice people to their 

organization, an association may also offer a variety of 

different products. [13] discusses how to discover the 

individual who interacts with the best client requirements 

while also meeting the major advantages criterion of the 

affiliation, which is a difficult work given a style of play 

for customer requirements as well as the chance 

precondition of an affiliation. 

Different research, such as [7], have worked with 

potential buyers to locate additional types of requests, 

such as the opposing k-closest neighbors request [5], the 

opposing skyline query [6, and the opposing top k request 

[2], among others. Practicality makes it impossible to 

discriminate between the considerations of these two 

works when comparing their respective merits. According 

to the request, provide back where it's normal where it'd 

be ordinary whose most appreciated contain ingredients 

the described products as proven by their customer 

preference, supplied a plan of customer preference, as 

well as a pointed out thing given a pointed out thing. 

According to a predetermined score limit, the inquiry in 

[11] advances the cause of finding heuristics of a thing by 

which the rank of a specific item is the most amazing 

essential reason for each and every one of the products in 

the investigation. Customer satisfaction with the goods 

revealed as a consequence of the theory's objectives may 

be compromised as a result of the theory's failure to 

consider requirements of customer. Miah and colleagues 

[9] propose a technique for discovering k tricks of a 

particular product that are pleasing to a large number of 

consumers while also taking the client criteria into mind, 

as shown in Figure 1.1. It is expected that using the 

discovered advantages to sell the product will have a larger 

probability of drawing the ideas of more purchasers than 

using other marketing techniques. 

The research findings in [3], [10], and [14] are based on the 

idea that advantage organizing products should be 

prioritized  in the collecting game-plan in order to 

create products that are memorable in the eyes of the 

customers, with the goal of improving relationships in 

order to create products that are memorable in the eyes of 

the customers. Wan et al. [10] examine the problem of 

building preferred things over previously existing products 

with mutually advantageous linkages by utilising an 

existing game plan of products with a range of 

components. Another point to consider in microeconomics 

is that the fundamentals of the consumer are not totally 

deep and thorough; this is one of the most significant 

considerations in the field of economics. Furthermore, the 

fraction of novel technologies can be astronomically 

liberal in terms of their distribution in the natural world. It 

could be a problem if the person who initiated the 

connection wants to physically select a few new products 

in order to determine which ones would be viewed as 

telling in the long run when compared to the current 

products. 

To solve the difficulty of locating strong clients, other 

studies have been carried out, including the pivoting k-

nearest neighbours question [15]. Several tasks must be 

configured before they can be carried out successfully. 

Identifying customers who have the most treasured item 

and who have passed it on to the special person, as 

indicated by their customer selections during a social event 

[15], is accomplished through the questions expected in 

[15] when they are presented with a social occasion of 

customer inclinations and with a specific item. At some 

point throughout this method, the inventory screen is 

moved to the location with the greatest number of 

customers. 

When A. Vlachou and colleagues [18] predicted that a 

work on discuss top-k request would be published in the 

first issue of significance, they were true in their 

prediction. As depicted in this diagram, pivot top-k 

requests can be differentiate into two categories: 

monochromatic and dichromatic, depending on their 

colour. Figure 1.1 is an example of a formalised high-k 

problem that was introduced around the same time as the 

formalised high-k problem. This evaluation criterion 

assures that the geometrical aspects of the result set are 

retained. As a result, they developed an advantageous place 

of restriction depend condition for processing dichromatic 
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backward high k requests that quickly drop competing 

clients judgments while not anticipating that a decision 

would be required on the large best k inquiry. They also 

began constructing comparative plans that are based on 

area partitioning, which results in the creation of switch 

top-k views, which are then used to redirect pivot top-k 

query activity via and via other compartments. Because 

they allow for thoroughgoing check evaluations to be 

made, it is possible to determine the level of experience 

of their figurings. When compared to the oblivious 

technique, It’s consistently boosts a person's 

responsiveness to solicitations of varied magnitude. There 

is a measure collection of enticing measures for future 

work offered in the square measure collection of 

captivating measures. Furthermore, it is necessary to 

investigate the monochromatic pivot high k question in 

greater depth, particularly for large measurement 

techniques, because simple geometric qualities of 

something like the produce set appear to be extremely 

important for the operations and maintenance ability to 

contribute of the stereo vision pivot high k question. This 

is especially true for measures that are large in scope. 

Specifically, this is true for measurements that are more 

comprehensive in scope. 

K-Nearest-Neighbor questions are reversed in that they 

search through the goals that are restricted by the 

scrutinizing piece of writing rather than searching through 

the goals that are not restricted. When it comes to 

Location-Based Services, it is used as frequently as 

possible to provide answers to fascinating and crucial 

questions about the surrounding environment. When W. 

Wu tongue and colleagues [19] were assessing R-kNN 

request local knowledge in a supervised learning 

environment, they offered support for their actions and 

reactions. Oscine is then used as part of their R-kNN 

replies for channel, which involves encasing the search 

house for possible yield candidates as part of their R-kNN 

responses for channel. Furthermore, they provided a 

mechanism for performing (monochromatic) R-kNN 

counts in order to make a choice on a request for a 

dichromatic R-kNN. It is evident from the results of 

Oscine's research that the program's handling of the get 

region conserves a significant amount of skinny power 

while also speeding up the channel task. When these 

components are included, R-kNN policy alternatives 

become an acceptable game plan that is more useful than 

the R-kNN calculations that are currently available. 

After anticipating the problem of selecting and combining 

the best qualities from the most recent tulle, Miah and 

colleagues [20] determined that when given a dataset, 

request log, or both, this tuple is extremely hierarchical. 

As a result, when given a tulle, the tulle "creates inside the 

gathering," Miah and colleagues [20] concluded that the 

tulle "creates inside the gathering." The team began 

working on refining the discomfort for mathematicians by 

visualising, synthesizing material, and creating 

quantitative information, among other things. It was also 

illustrated that the discomfort is NP-completed, which 

means that ideal figures may be derived from modest data 

sources, which was also depicted. As a side benefit, they 

uncovered endless counts, which square measure used to 

construct gloriously erroneous extents. However, despite 

the fact that the issues discovered throughout the course of 

this study are novel and significant for individually 

delegated knowledge inspection and access, they examine 

the possibility that their distinct problem description is 

insufficient. An authorization log has historically and will 

continue to serve as a roughly equivalent replacement for 

certificated preferred channels; as a result, they anticipated 

that making assumptions about the style of get movement 

would be an unavoidable consequence of this. When they 

finally settled into this conversation, they were focused on 

slanting toward whatever category of characteristics 

needed be eliminated in order to tackle the issue at hand. 

If you look through the literature, you'll find a thorough 

and comprehensive discussion of approaches and 

procedures. [13] [14][15]. There have been a number of 

studies looking into how people share their beliefs and 

attempting to identify viewpoints expressed on forums, 

social media, and travel websites [16][17]. 

Survey on Natural Language Processing (Text Mining) 

In the field of entity recognition and extraction, numerous 

methods have been presented, the majority of which are 

based on the application of supervised learning algorithms 

including such Hidden Markov Models. These methods 

necessitate a significant collection of training examples, 

and the conclusions are frequently influenced by the degree 

to which the testing results and the classification algorithm 

are similar. 

 Entity Extraction  

When it comes to extracting information from properly 

structured documents, wrapper-based approaches have 

been presented as well. It is, on the other hand, 

insufficiently suitable for generic web pages, due to the 

lack of a uniform structure. These methods are often 

offered for recognizing entity names in a website page but 

instead of locating specific entity names that are associated 

to a given entity, which is a significant difference. Some 

pattern-based techniques have also been presented as a 

means of addressing the problem. Such pattern-based 

techniques have the potential to handle a wide range of 

different types of challenges. For example, some existing 

systems automatically extract entities for a particular 
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domain from a given domain model. Extracting this 

information from text is accomplished through the usage 

of some linguistic patterns that are utilized to uncover 

part-of relationships. A large number of researchers have 

begun work on a system that is intended to categories 

instances in accordance with a specific ontology.  

Sentiment Analysis  

In order to automate the process of evaluating whether a 

review conveys a good, negative, or neutral opinion about 

the hotel and its services, sentiment analysis is required. 

Customer information including such reviews, ratings, 

and comments posted on social media sites can be labeled 

using sentiment analysis, which allows hotels to save a 

colossal amount of time. In addition to monitoring their 

brand recognition on internet portals and collect 

information from client comments, hotels must conduct 

sentiment analysis in order to make improvements to their 

operations.  

Natural Language Processing  

Many rule-based methods for sentiment analysis have 

been established, and they make use of Natural Language 

Processing (NLP) tools such as parsing, stemming, and 

tokenization, as well as manually constructed rules, to 

calculate the polarity score. First and foremost, it is 

important to define two lists of word parameters that 

differ from one another (For example positive words such 

as decent, greatest, lovely and negative words such as 

worse, horrible, poor, etc.). After that, a rule-based system 

can be fed into the lists of predefined words, and the 

system will return a count of the number of positive, 

negative, and neutral sentiments that appear in the review, 

and it will come back a bearish feeling if it tries to find 

more negative words than positive words, and the 

opposite if it finds more positive words than negative 

words. 

An approach, demonstrated by the authors of [4], which 

makes use of Google Maps, to assist travelers in finding 

the most appropriate lodging by visualizing polarity 

information on the map, is demonstrated. Using the 

bursting methodology, the authors are able to detect shifts 

in user attitudes, and the visualizations show good and bad 

hotels in the form of graphical maps. As demonstrated in 

the study offered in [18], text-mining approaches on 

online hotel reviews are utilized to analyses the 

motivations of hotel visitors who were both satisfied and 

disappointed. The authors accomplish this primarily 

through the analysis of hotel websites comments from 

delighted customers to the reviews of other users and the 

reviews of dissatisfied customers, as well as through the 

application of text mining techniques to the reviews in 

order to identify patterns in the comments. According to 

[19], a model for extracting data from the NTCIR- 6 

opinion corpus, which was built by the authors. 

The Chi-Square measure is used to get subjective 

indication from client reviews, and then it utilized to 

compute the objectivity concentration from training data 

by calculating the subjectivity density from the resulting 

subjectivity concentration. Following that, a Nave Bayes 

classifier is used to categories subjectivity, with the results 

indicating that the classification was effective. Users' 

evaluations on travel websites are evaluated using a 

technique described in [20] [21], in which the authors 

apply trained AI methods such as Naive Bayes and support 

vector machine (svm) to analyses the reviews. For the 

purpose of determining text, the N-gram model was 

employed, and the results of the evaluation revealed that it 

performs admirably well, with accuracy levels reaching 

more than 80% in some instances. 

Inference Drawn from Literature Review 

This study examines data mining approaches 

used to mine rivals' retention of customers, 

association, perception, and conduct. The expansion 

of the internet has led to widespread use of E-

commerce and many other service-oriented 

applications. Various web application usages have 

given a large volume of data. Data is the raw input that 

results in information for subsequent processing. With 

so much data, companies had to figure out how to 

make sense of it. Data mining is a result of this. The 

most influencing component of the item that meets the 

consumer need can be derived from the database.  

References 

[1] Ding, X., Liu, B., Yu, P.S., 2008. A holistic lexicon-

based approach to opinion mining. In: Proceedings of the 

WSDM'08.  

[2] Abbasi, A., Chen, H., Salem, A., 2008. Sentiment 

analysis in multiple languages: feature selection for 

opinion classification in web forums. ACM Trans. Inf. 

Syst. 26 (3), 12:1–12:34  

[3] Chen, L., Qi, L., Wang, F., 2012. Comparison of 

feature-level learning methods for mining online consumer 

reviews. Expert Syst. Appl. 39 (10), 9588–9601.  

[4] Zhan, J., Loh, H.T., Liu, Y., 2009. Gather customer 

concerns from online product reviews – a text 

summarization approach. Expert Syst. Appl. 36 (2 Part 1), 

2107–2115  



P a g e  | 63 

 

 
IJEETE Journal of Research | ISSN NO: 2394-0573 | Volume 1 | Issue 01 | July -Dec 2022 | 

 www.ijoeete.com   |Peer-Reviewed |Refereed | Indexed | International Journal | 

 

[5] Jin, Jian, Ping Ji, and Rui Gu. "Identifying 

comparative customer requirements from product online 

reviews for competitor analysis." Engineering 

Applications of Artificial Intelligence 49 (2016): 61-73.  

[6] Saxena, Prateek, David Molnar, and Benjamin 

Livshits. "SCRIPTGARD: automatic context-sensitive 

sanitization for largescale legacy web applications." 

Proceedings of the 18th ACM conference on Computer 

and communications security. ACM, 2011.  

[7] Ghamisi, Pedram, Jon Atli Benediktsson, and 

Johannes R. Sveinsson. "Automatic spectral–spatial 

classification framework based on attribute profiles and 

supervised feature extraction." IEEE Transactions on 

Geoscience and Remote Sensing 52.9 (2014): 5771-5782.  

[8] Petrucci, Giulio. "Information extraction for learning 

expressive ontologies." In European Semantic Web 

Conference, pp. 740-750. Springer, Cham, 2015.  

[9] Gentile, Anna Lisa, Ziqi Zhang, Isabelle Augenstein, 

and Fabio Ciravegna. "Unsupervised wrapper induction 

using linked data." In Proceedings of the seventh 

international conference on Knowledge capture, pp. 41-

48. ACM, 2013.  

[10] K. Simon and G. Lausen, “ViPER: Augmenting 

Automatic Information Extraction with Visual 

Perceptions,” Proc. 14th ACM Int’l Conf. Information 

and Knowledge Management, pp. 381-388, 2005  

[11] Zelenko, Dmitry, and Oleg Semin. "Automatic 

competitor identification from public information 

sources." International Journal of Computational 

Intelligence and Applications 2.03 (2002): 287-294.  

[12] Lappas, Theodoros, George Valkanas, and Dimitrios 

Gunopulos. "Efficient and domain-invariant competitor 

mining." Proceedings of the 18th ACM SIGKDD 

international conference on Knowledge discovery and 

data mining. ACM, 2012.  

[13] Valkanas, George, Theodoros Lappas, and Dimitrios 

Gunopulos. "Mining Competitors from Large 

Unstructured Datasets." IEEE Transactions on 

Knowledge and Data Engineering (2017).  

[14] Pant, Gautam, and Olivia RL Sheng. "Web footprints 

of firms: Using online isomorphism for competitor 

identification." Information Systems Research26.1 

(2015): 188-209. 

 [15] Bergen, Mark, and Margaret A. Peteraf. "Competitor 

identification and competitor analysis: a broad‐based 

managerial approach." Managerial and decision economics 

23.4‐5 (2002): 157-169.  

[16] Li, Rui, Shenghua Bao, Jin Wang, Yong Yu, and 

Yunbo Cao. "Cominer: An effective algorithm for mining 

competitors from the web." In Data Mining, 2006. 

ICDM'06. Sixth International Conference on, pp. 948- 952. 

IEEE, 2006.  

[17] Li, Rui, Shenghua Bao, Jin Wang, Yuanjie Liu, and 

Yong Yu. "Web scale competitor discovery using mutual 

information." Lecture notes in computer science 4093 

(2006): 798. 

 

 

 

 


