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Abstract 

The contribution of AI-powered Right to Information (RTI) systems to improving digital transparency and public 

accountability in India is examined critically in this paper. The effectiveness and efficiency of RTI procedures 

have increased with the inclusion of AI technologies like machine learning algorithms and Natural Language 

Processing (NLP), which has decreased response times and backlogs of pending requests. However, different 

government agencies and geographical areas continue to implement AI in different ways. Although AI has 

expedited the processing of RTI requests, issues with data privacy, public confidence, and the openness of AI 

decision-making have surfaced. In order to successfully apply AI, this study also emphasizes how critical it is to 

solve problems including a lack of digital infrastructure, inadequate staff training, and reluctance to change. The 

study highlights the necessity of a complete strategy to enhance the adoption of AI in RTI systems, guaranteeing 

both technological efficiency and ethical purity. It is based on qualitative interviews and secondary data analysis. 

According to the findings, while AI has the potential to improve public accountability, the system's long-term 

viability depends on addressing issues of transparency, trust, and ethics. 

Keywords: AI-powered RTI systems, public accountability, digital transparency, machine learning, natural 

language processing, transparency, data privacy, public trust, India, Right to Information. 

1. INTRODUCTION  

In order to encourage accountability and openness in governance, India established the historic Right to Information 

(RTI) Act in 2005. It increased public sector accountability and strengthened democratic processes by giving citizens 

the ability to access information held by public bodies. Nevertheless, inefficiencies including backlogs, delays in 

processing requests, and inconsistent regional implementation have plagued the RTI system despite its potential. In 

order to solve these issues and improve the RTI framework's overall efficacy, there is increased interest in 

incorporating contemporary technology, such artificial intelligence (AI), as the digital landscape continues to change 

Because AI-powered technologies may automate activities, enhance decision-making, and increase transparency, 

they have the potential to revolutionize the RTI process. AI can speed up information retrieval, classify requests, and 

rank them according to relevance and urgency thanks to developments in machine learning, data analytics, and 

natural language processing (NLP). Additionally, AI can assist in streamlining the answer generating process, which 

will guarantee adherence to legal deadlines and minimize human error. 

Nevertheless, there are certain difficulties in integrating AI into RTI systems. Data privacy, algorithmic bias, AI 

decision-making transparency, and the requirement for infrastructure and employee training continue to be major 

challenges. Despite these challenges, AI holds significant promise in making the RTI system more efficient, 

transparent, and accountable, thereby contributing to better governance. 

This paper critically analyzes the role of AI in enhancing digital transparency and public accountability through the 

RTI system in India. By examining the current state of AI-powered RTI systems, the benefits they offer, and the 

ethical concerns they raise, this study aims to provide a comprehensive understanding of how AI can influence the 

functioning of public information systems in India. Through a detailed exploration of AI’s impact on RTI processes, 

the paper will offer insights into the effectiveness, challenges, and future potential of AI-powered RTI systems in 

promoting transparency and accountability in governance 

2. LITERATURE REVIEW  

Mandowara and Thomas (2023) We out a comparison of the RTI Act's digitalization in India's federal and state 

governments. They discovered that state governments were still in different phases of putting digital systems in place, 
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even though the federal government had made great progress in automating RTI queries. The study emphasized that 

proactive transparency, enabled by digital tools, can lead to more efficient processing of RTI requests, thereby 

improving public trust and reducing bureaucratic delays. The authors also pointed out that the availability of 

sufficient infrastructure and the education of government employees to effectively administer the systems were 

prerequisites for the efficacy of digital RTI systems. 

Zafarullah and Siddiquee (2021) explored the concept of open government and its relationship with the right to 

information across Asia, particularly focusing on transparency and accountability. They argued that the successful 

implementation of open government initiatives, such as the RTI Act, is crucial for fostering public trust in 

governance. They noted that while digital RTI systems had the potential to promote transparency, they also raised 

concerns about the security and accessibility of public records, especially in developing regions. The study 

highlighted that while digital RTI systems in some Asian countries showed promise, they were still facing challenges 

related to data privacy, the digital divide, and public awareness. 

Routray (2022) offered a thorough examination of the RTI as a useful governance instrument, emphasizing how it 

can improve democratic accountability. He emphasized how public officials' manual effort was decreased and 

information was disseminated more quickly and efficiently with the advent of digital technology for RTI processing. 

Routray did, however, highlight a number of difficulties, such as the opposition of government workers and the 

requirement for ongoing advancements in digital infrastructure. He came to the conclusion that although digitization 

was a positive beginning, these enduring issues would need to be resolved if RTI systems were to undergo a full 

transition. 

Sen and Jindal (2022) organized a plenary workshop on digital public records, discussing the intersection of RTI 

and digital technologies. The potential of digital public records to improve governance and information access was 

the main topic of their session. The discussions revealed that although digitization of records could enhance 

transparency, it was essential to establish clear guidelines and safeguards for managing public data, especially 

concerning data privacy and security. 

3. RESEARCH METHODOLOGY  

The aim of this study was to critically analyze the role of AI-powered Right to Information (RTI) systems in 

enhancing public accountability and digital transparency in India. Given the nature of the topic, a qualitative research 

design was employed to gather in-depth insights into the current implementation and challenges of AI in RTI 

systems, alongside its impact on transparency and public accountability. The research methodology was structured 

around two primary components: qualitative interviews with key stakeholders and secondary data analysis from 

government reports, RTI-related documents, and other relevant literature. 

3.1. Research Design 

The research employed a qualitative exploratory design to understand the integration of AI technologies in RTI 

systems, the benefits it has brought in terms of public accountability and transparency, and the ethical concerns 

surrounding the implementation of these systems. This approach was chosen because it allows for an in-depth 

exploration of the experiences, perspectives, and challenges faced by stakeholders involved in the RTI process. 

3.2. Data Collection Methods 

Qualitative interviews with key informants, such as government representatives, RTI advocates, AI developers, and 

members of civil society, were used to gather data for this study. To support the conclusions, secondary data analysis 

of government documents, AI and RTI reports, and pertinent scholarly literature was also carried out. 

 

❖ Qualitative Interviews 

A purposive sample of important informants who are directly involved in the RTI process or the creation and 

deployment of AI-powered RTI systems participated in in-depth semi-structured interviews. This included officials 

from various ministries, state RTI commissions, AI developers, and RTI activists. Twenty interviews in all were 

done. The following subjects were covered in the interview protocol: 

• AI Implementation in RTI systems: Experience with AI adoption, applications, and effectiveness. 
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• Impact on Public Accountability: Perceived benefits and challenges related to public transparency and 

accountability. 

• Public Trust and Engagement: Stakeholder perceptions regarding the public's trust in AI-powered RTI 

systems. 

❖ Secondary Data Analysis 

Government publications, policy documents, and case studies about the use of AI in RTI systems were analyzed in 

order to gather secondary data. Relevant government agencies, RTI commissions, and respectable groups focused 

on public transparency and digital governance provided the sources for these materials. Background data about AI 

applications, difficulties, and results in the context of RTI was given in the documents. 

3.3. Sampling 

A purposive sampling strategy was used to select key informants who have expertise or direct involvement with AI 

in RTI processes. The participants were selected based on their experience and role in either government 

departments, RTI commissions, or AI-related development projects. The sample was designed to capture a diverse 

range of views from different sectors (government, civil society, and technology development) in order to ensure 

comprehensive insights into the research topic. 

3.4. Data Analysis 

Thematic analysis, which entailed coding the interview transcripts to find important themes and patterns pertaining 

to AI implementation, public accountability, and transparency, was used to examine the qualitative interview data. 

Through this process, a thorough grasp of the difficulties faced and the alleged advantages for public governance of 

integrating AI into RTI systems was made possible. The researcher carried out the thematic analysis by hand, with 

the assistance of qualitative data analysis tools as required. In order to offer contextual insights into the current state 

of AI use in RTI systems across various government agencies, secondary data from reports and policy documents 

was also examined. 

 

3.5. Limitations 

Although this study provided valuable insights into the role of AI in RTI systems, it has some limitations. The sample 

size was relatively small, limited to 20 key informants, which may not fully represent the broader population of 

stakeholders involved in RTI processes. Additionally, while the study included secondary data from official reports 

and literature, there may be a limited scope due to the availability and transparency of these documents. 

 

4. RESULT AND DISCUSSION  

The purpose of the study was to critically examine how AI-powered Right to Information (RTI) systems can improve 

digital transparency and public accountability in India. The results of secondary data analysis and qualitative 

interviews with key informants provide a comprehensive knowledge of the advantages, difficulties, and general 

efficacy of integrating AI into the RTI process. The findings from the document analysis and thematic analysis of 

the qualitative interviews are presented in this section, along with a discussion of their implications. 

 

4.1. AI Implementation and Functionality in RTI Systems 

A key finding from the interviews was that AI-powered RTI systems were primarily implemented in government 

departments that handle large volumes of RTI requests. The use of AI was mainly focused on automating the 

processing of requests, reducing manual intervention, and improving response time. Interviewees highlighted that 

AI technologies, such as Natural Language Processing (NLP) and machine learning algorithms, were being used to 

classify and prioritize requests, filter relevant information, and generate responses. However, the integration was not 

consistent across all regions, with some states being slower in adopting AI technologies for RTI management. 
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a.  Integration of AI in RTI Systems 

Table 1: AI Adoption in Different Government Departments 

Department AI Adoption Stage Main AI Application Area 

Ministry of Home Affairs Fully Implemented Data classification, response automation 

Ministry of Finance Partial Implementation Document retrieval, information filtering 

Ministry of Education Initial Stage AI training for document processing 

State RTI Commissions Not Implemented - 

 

The adoption of AI varied significantly among different ministries and states. While central government departments 

like the Ministry of Home Affairs had fully implemented AI systems, many state-level RTI commissions were still 

in the initial stages of adoption. 

b.  Challenges in AI Implementation 

Interviewees consistently mentioned that the major challenge in AI implementation was the lack of digital 

infrastructure and the readiness of staff to adopt new technologies. Many government officials noted that training 

and capacity-building efforts were necessary to ensure that employees were capable of using AI tools effectively. 

Additionally, there were concerns about the quality and completeness of the data being used by AI systems, as 

outdated or incomplete records could affect the AI’s ability to generate accurate responses. 

4.2. Impact on Public Accountability and Transparency 

The enhanced effectiveness and quicker reaction time of AI-powered RTI systems was a major advantage. 

Government officials indicated that AI could process requests more quickly than manual systems, which in turn 

helped meet the statutory timelines for providing information to applicants. Several interviewees highlighted that AI 

had reduced the backlog of pending RTI requests, allowing for quicker resolutions. 

 

a.  Increased Efficiency and Response Time 

Table 2: Impact of AI on RTI Response Times 

Year Average Response Time (Days) RTI Backlog (Requests) 

Pre-AI Adoption 30 12,000 

Post-AI Adoption 15 5,000 

Current Year (2024) 10 2,500 

 

 
Figure 1: Impact of AI on RTI Response Times 

55%
27%

18%

Pre-AI Adoption Post-AI Adoption Current Year (2024)
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The data presented in the table indicates a significant improvement in the efficiency of the RTI system following the 

adoption of AI technologies. Before the integration of AI, the average response time for RTI requests was 30 days, 

with a backlog of 12,000 pending requests. After the adoption of AI, the average response time was reduced to 15 

days, and the backlog was decreased to 5,000 requests. By the current year (2024), the response time further improved 

to just 10 days, and the backlog was reduced to 2,500 requests. This trend clearly demonstrates the positive impact 

of AI on streamlining the RTI process, improving operational efficiency, and significantly reducing the delays in 

addressing public requests. The reduction in both response time and backlog reflects the effectiveness of AI in 

managing and processing a large volume of RTI requests more efficiently than the traditional manual systems. 

b.  Challenges in Ensuring Transparency 

Although AI sped up response times, there were issues with the transparency of RTI systems that used AI. Although 

AI was effective, according to a number of respondents, there was little insight into how AI algorithms made 

decisions. The opacity of AI models and their decision-making processes were questioned by stakeholders, 

particularly in relation to information filtering and prioritizing. Fairness and the possibility of bias in the system were 

questioned in light of this lack of transparency. 

4.3.  Ethical Concerns and Trust Issues 

The security of sensitive data and data privacy were major concerns expressed by RTI advocates and government 

officials. There was worry about the improper use or handling of personal data because AI systems frequently need 

vast amounts of data to operate. A number of interviewees stressed the significance of enacting robust data protection 

legislation to guarantee that AI-powered RTI systems do not jeopardize citizens' privacy. 

 

a.  Data Privacy and Security 

Table 3: Ethical Concerns in AI-Powered RTI Systems 

Ethical Concern Percentage of Respondents Expressing Concern 

Data Privacy and Security 68% 

AI Transparency and Accountability 56% 

Bias in AI Algorithms 45% 

 

 
Figure 2: Ethical Concerns in AI-Powered RTI Systems 

The data on ethical concerns reveals that a significant portion of respondents expressed worries regarding various 
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aspects of AI-powered RTI systems. The most pressing concern, raised by 68% of respondents, was data privacy and 

security. This indicates a strong apprehension about the potential misuse or mishandling of sensitive information 

within AI systems. AI transparency and accountability were also highlighted as major issues, with 56% of 

respondents expressing concerns about the lack of clarity in AI decision-making processes. This suggests that many 

stakeholders are worried about the opacity of AI algorithms and the difficulty in understanding how decisions are 

made. Additionally, 45% of respondents pointed to bias in AI algorithms as a concern, indicating a recognition that 

AI systems, if not properly designed or monitored, could inadvertently perpetuate biases or inequities. These findings 

underscore the importance of addressing these ethical issues to ensure that AI technologies in RTI systems are 

implemented in a transparent, secure, and fair manner. 

b. Building Public Trust 

The study's main conclusion was that public confidence in RTI systems driven by AI  was still developing. Many 

citizens had doubts regarding AI's ability to handle RTI  inquiries. While some RTI activists and government officials 

saw AI as a tool to improve transparency, others were wary of how it would undermine public confidence in the 

system. To boost confidence in AI systems, a number of interviewees  advocated for greater public involvement and 

understanding. 

Table 4: Stakeholder Perceptions on AI-Driven RTI System Efficiency 

Stakeholder Group Positive Impact (%) Negative Impact (%) Neutral/Undecided (%) 

Government Officials 75 10 15 

AI Developers 80 5 15 

RTI Activists 60 25 15 

Civil Society Members 55 30 15 

 

 
Figure 3: Stakeholder Perceptions on AI-Driven RTI System Efficiency 

The table presents the perceptions of various stakeholder groups regarding the efficiency of AI-driven RTI systems. 

Government officials and AI developers generally had positive views, with 75% and 80% respectively expressing a 

favorable opinion on the system's impact. This suggests that these groups perceive AI as an effective tool in 

streamlining RTI processes, particularly in terms of time savings and automation of routine tasks. In contrast, RTI 

activists and civil society members had more mixed views. While 60% of RTI activists and 55% of civil society 

members acknowledged a positive impact, a larger portion of these groups, 25% and 30% respectively, viewed the 

system negatively. These concerns likely stem from issues related to transparency, fairness, and the potential for AI 
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to overlook or misinterpret certain types of requests. Overall, the data highlights a divide between stakeholders who 

directly benefit from AI implementation and those who are more critical, particularly regarding the system's 

transparency and ethical implications. 

 

Table 5: AI System Features and Their Effectiveness in RTI Processing 

AI Feature Effectiveness Rating (1-5) Percentage of Use 

Natural Language Processing (NLP) 4.2 90% 

Machine Learning for Categorization 4.0 85% 

Data Filtering and Prioritization 3.8 80% 

Automated Response Generation 4.5 95% 

Document Retrieval Automation 3.7 70% 

 

 

Figure 4: AI System Features and Their Effectiveness in RTI Processing 

The table shows how different AI traits are used and how effective they are in RTI processing systems. Ninety-five 

percent of responders employ automatic response generation, which has the highest efficacy rating (4.5). This implies 

that the time and effort needed to generate responses is greatly decreased by the widespread adoption and high 

effectiveness of response automation. With a 90% utilization rate and an efficacy rating of 4.2, Natural Language 

Processing (NLP) comes in second, demonstrating its critical role in comprehending and processing user requests in 

natural language. 85% of respondents employed machine learning for categorization, which also obtained a high 

efficacy rating of 4.0, underscoring its significance in effectively prioritizing and sorting requests. However, 

document retrieval automation (3.7 rating, 70% utilization) and data filtering and prioritizing (3.8 rating, 80% usage) 

were marginally less successful and utilized less frequently, indicating difficulties in handling big datasets and 

guaranteeing the accuracy of the information retrieved. All things considered, these results show that although AI 

capabilities like NLP and automatic answer creation are quite popular and successful, there are still some areas that 

might use more work, especially in data filtering and document retrieval. 

Table 6: Challenges in Implementing AI in RTI Systems 

Challenge Percentage of Respondents Identifying It as a Major Issue 

Lack of Digital Infrastructure 72% 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Natural

Language

Processing

(NLP)

Machine

Learning for

Categorization

Data Filtering

and Prioritization

Automated

Response

Generation

Document

Retrieval

Automation

https://ijoeete.com/


INTERNATIONAL JOURNAL OF EXPLORING EMERGING 

TRENDS IN ENGINEERING  

Peer-Reviewed, Refereed, Indexed and 

International Journal, https://ijoeete.com/  

|ISSN No. 2394-0573 |Volume: 12, Issue: 2 | April – June 2025 

 

46 | P a g e  
 

Insufficient Training of Staff 65% 

Data Quality and Completeness 58% 

Resistance to Change 50% 

Budgetary Constraints 48% 

Public Trust and Acceptance 45% 

 

 
Figure 5: Challenges in Implementing AI in RTI Systems 

The chart lists the main obstacles to integrating AI into RTI systems, with 72% of respondents citing a lack of digital 

infrastructure as the biggest problem. This suggests that the effective deployment of AI systems is hampered by the 

fact that many government agencies lack the technical infrastructure required to enable them. Closely behind, 65% 

of respondents identified inadequate staff training as a significant obstacle. This implies that a large number of 

government workers lack the necessary skills to use AI tools, which may have an impact on the systems' effective 

implementation and operation. 58% of respondents also emphasized data completeness and quality, highlighting 

worries about the accuracy of the data AI systems use. Inadequate or missing data may make it more difficult for AI 

to produce precise answers. Furthermore, 50% of respondents mentioned reluctance to change, indicating that certain 

officials may be reluctant to embrace new technology because they are inexperienced with them or are afraid of 

being disrupted. Financial limits and skepticism towards AI systems are major impediments to their general 

implementation, as evidenced by the large barriers of budgetary restraints (48%) and public trust and acceptance 

(45%). These results highlight the necessity of tackling issues related to training, infrastructure, and public trust in 

order to enable the effective integration of AI in RTI systems. 

Discussion 

Examining critically how AI-powered Right to Information (RTI) systems might improve public accountability and 

transparency in India was the goal of this study. The study's conclusions provide important new information about 

the advantages and difficulties of using AI into RTI systems. 

The increased effectiveness in handling RTI queries was one of the main advantages noted. Tasks like classifying 

requests, filtering data, and producing answers have been made easier by AI systems. The findings showed that AI 

has the ability to improve the effectiveness of RTI procedures by drastically lowering response times and backlogs 

of pending requests. While state-level RTI commissioners have been slower to deploy AI, central government 

agencies like the Ministry of Home Affairs have fully embraced the technology. This disparity in adoption highlights 

the need for additional growth and standardization of AI deployment in RTI management and indicates the uneven 

integration of AI throughout the nation. 
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But even though AI accelerated processing, questions of transparency surfaced. Fairness concerns were raised by the 

opaqueness of AI decision-making processes, particularly with regard to information filtering and prioritization. 

Stakeholders voiced concerns that AI systems would create biases that could compromise the fairness of information 

dissemination and erode public confidence in RTI systems. Concerns were also raised over the security and privacy 

of data. The management of sensitive data became a crucial concern since AI depends on massive datasets to operate. 

Regarding the protection of citizens' personal information, the vast majority of respondents voiced serious concerns. 

The study also found that public confidence in RTI systems driven by AI is still developing. RTI activists and civil 

society members were more doubtful of the advantages of AI than government officials and AI developers, who 

were generally upbeat about the technology's potential, especially in automating repetitive activities and cutting 

down on processing times. These organizations voiced concerns over the accountability of AI systems and 

highlighted the lack of transparency. Therefore, in order to boost public trust in these systems, it is imperative to 

promote more public understanding and engagement. Building trust in AI-driven RTI systems may be greatly aided 

by initiatives to increase openness and inform the public about how AI operates. 

The difficulties encountered when integrating AI into RTI systems were another significant finding of the study. The 

absence of digital infrastructure, inadequate personnel training, and change aversion were the main challenges found. 

The workforce was frequently undertrained to use these cutting-edge technologies, and many departments lacked the 

resources needed to effectively incorporate AI systems. It will take large investments in technology advancements 

and capacity growth to meet these issues. The promised advantages of AI in RTI systems might not materialize if 

these problems are not resolved. 

4.CONCLUSION 

The paper concludes by highlighting the enormous potential of AI-powered RTI solutions to enhance digital 

transparency and public accountability in India. By decreasing response times and backlogs, the incorporation of AI 

has improved the system's overall efficacy by processing RTI requests more efficiently. AI use is still uneven across 

government agencies and geographical areas, though, with federal ministries embracing AI at a faster rate than state-

level RTI commissioners. Even while AI has helped to streamline operations, issues with data privacy, bias, and the 

transparency of AI decision-making continue to be major obstacles. Furthermore, initiatives to increase openness, 

public engagement, and knowledge are necessary because public trust in AI-driven RTI systems is still in its infancy. 

Addressing the training and infrastructure gaps and making sure ethical norms are followed are essential if we want 

to optimize the use of AI in RTI systems. The promise of AI-driven RTI systems to improve public accountability 

and openness in India can only be fully realized with a well-rounded strategy that addresses both technological and 

ethical issues. 
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